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Thank you for holding this hearing and inviting me to testify on S.23, regarding the use 
of synthetic media in election. I am Falko Schilling, the advocacy director of the 
American Civil Liberties Union of Vermont. For more than 100 years, the ACLU and its 
54 state affiliates have been among the nation’s premier defenders of civil rights and civil 
liberties, including defending longstanding protections for freedom of expression through 
new technological mediums.   
 
I am testifying today to raise concerns about S.23 about its impact on speech concerning 
candidates and elections, long the core of the First Amendment’s most crucial 
protections. S.23 specifically burdens speech about candidates, unconstitutionally 
restricting robust political debate.   
 
S.23 Would Prohibit Core Political Speech in Violation of the First Amendment  
Speech about political candidates, public officials, and public figures is at the core of the 
First Amendment’s protections. The purposes covered by the bill — affecting the 
electoral prospects of candidates for office or changing the behavior of voters — are the 
exact core of First Amendment-protected speech.1 The Supreme Court has emphasized, 
“Discussion of public issues and debate on the qualifications of candidates are integral to 
the operation of the system of government established by our Constitution.”2  
 
Consequently, “The First Amendment affords the broadest protection to such political 
expression in order ‘to assure [the] unfettered interchange of ideas for the bringing about 
of political and social changes desired by the people.”’3  
 
Graphic depictions of politicians and candidates are central to that political expression. 
As the Supreme Court has recognized: “Despite their sometimes caustic nature . . . 
graphic depictions and satirical cartoons have played a prominent role in public and 
political debate.”4 Consequently, graphic depictions, including those that depict 
candidates in harsh, unflattering light, have been afforded robust protection “to give 
adequate ‘breathing space’ to the freedoms protected by the First Amendment.”5 Those 
protections extend to a great deal of knowingly false speech out of concern that the 
government will suppress core political speech,6 and courts have consequently resisted 
applying theories of fraud, deception, or libel to purportedly false political speech.7  
AI-generated speech about candidates and politicians falls into this long-established 
tradition. For example:  

• AI-generated video depicted Donald Trump kissing the feet of Elon Musk with 
the caption, “Long Live the Real King.”8 The political import is unmistakable — 
kissing of the feet is a symbol dating back to antiquity for political fealty,9 and the 
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video plainly comments on perceived power imbalances between the President 
and Musk.  

• During his presidential campaign, Florida Governor Ron DeSantis posted AI-
generated images of President Trump hugging Anthony Fauci as part of a video 
criticizing Trump’s response to the pandemic — a key issue in the 2024 
Republican primary.10   

• A TikTok video featured faked audio of President Trump threating to change the 
name of the “District of Columbia” to the “District of America,” evidently 
lampooning the President’s recent Executive Order renaming the “Gulf of 
Mexico” to the “Gulf of America.” In the faked audio, the President states, “It's 
got nothing to do with Colombia. It's nowhere near Colombia. From now on, it 
will be Washington, DA. District of America. No more of this Colombia 
nonsense.”11  

S.23 singles out this core political speech with specific burdens, and at its heart, it 
engages in impermissible regulation of speech based on its content. For example, one 
court overturned a law punishing “derogatory” political speech, stating, “Under this 
statute, speakers may lie with impunity about businesspeople, celebrities, purely private 
citizens, or even government officials so long as the victim is not currently a” 
candidate.12 “That is textbook content discrimination,” subject to the highest levels of 
First Amendment scrutiny.13 S.23 would also face the same demanding levels of 
scrutiny.   
 
The Disclosure of Requirements in S.23 Do Not Cure the Bill’s Harms, Even in the 
Elections Context  
Moreover, the exception in S.23 for speech accompanied by a “disclosure” that it is AI-
generated does not mitigate its harms — it instead introduces its own set of First 
Amendment concerns. Even considering the disclosure exception, the bill still 
specifically targets core political speech. No other category of speech — even about 
matters of political salience — is required to make these disclosures; consequently, the 
“exception” itself targets political speech with specific burdens and is subject to strict 
scrutiny.14 As another court described a similar state law compelling disclosures for 
political speech online, “[T]he Act is a content-based law that targets political speech and 
compels . . . platforms[] to carry certain messages on their websites. In other words, [the] 
law is a compendium of traditional First Amendment infirmities.”15 These same 
“infirmities” apply to S.23.  
 
In fact, the disclosure exception carries its own First Amendment implications. 
Government-mandated disclosures on political speech are highly suspect under the First 
Amendment because they compel the speaker to engage in speech they otherwise would 
have liked to avoid.16 Although, the First Amendment allows the government to compel 
factual disclosures in the context of “commercial speech” such as advertising and product 
packaging,17 it does not ordinarily permit disclosure requirements outside the commercial 
context, such as on art, commentary, music, or publications.18 A broad-brush labeling 
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requirement for non-commercial speech that is produced or manipulated by generative 
AI, subject only to narrow public interest exemptions, is unlikely to survive strict 
scrutiny.19   
 
Even where courts have upheld disclosure requirements in the elections context, they 
have been limited to very specific circumstances: first, they must be paid 
communications placed in mass media, and second, the disclosure relates only to the 
identity of the source of the advertisement.20  
  
S.23 has neither of those limitations. First, it extends far beyond paid, mass-media 
communications and encompasses all AI-generated speech about candidates, including 
posts by private citizens on YouTube, a small blog, or only shown to friends.   
Second, the disclosure in S.23 extends beyond the “sources of election-related 
spending.”21 Such disclosures have been upheld because they “insure that the voters are 
fully informed about the person or group who is speaking.”22 Instead, these disclosures 
cut straight to the content of the communications, undermining the suspense and 
surprise23 that make satire and parody effective political tools. As one court observed, “A 
parody need not spoil its own punchline by declaring itself a parody. ‘Parody serves its 
goals whether labeled or not . . . .’”24  
 
The Federal Elections Commission has similarly declined to mandate disclosures for the 
use of AI to create speech generally,25 and has instead noted that existing law may apply 
where AI is used to mislead regarding the source of the communication.26 Vermont 
should follow that reasoning.   
 
S.23 Would Be Ripe for Abuse  
The restrictions in S.23 are highly suspect under the First Amendment for good reason — 
they are ripe for abuse. The potential abuse arises from both the law’s vagueness and its 
enforcement mechanism.  
 
First, the bill’s key terms are vague. The definition of “synthetic media” includes digital 
media that has been “created” or “manipulated” with “digital technology.” Nothing in the 
bill limits its application to generative AI, and instead, ordinary tools such as Photoshop, 
Lightroom, and more would be caught up in its sweep.  
  
More concerningly, the bill’s key exception for “satire or parody” is unworkably vague. 
As described above, satire and parody are key for robust political discourse, but those 
terms resist easy definition. Satire and parody are “often based on exploitation of 
unfortunate physical traits or politically embarrassing events — an exploitation often 
calculated to injure the feelings of the subject of the portrayal.”27 What is clearly satire to 
one person is “embarrassing” and “one-sided” to another.28 Indeed, not everyone will 
agree what constitutes “satire” or “parody,” but “[t]he First Amendment does not depend 
on whether everyone is in on the joke.”29 Likewise, although satire and parody are core to 
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political speech, the First Amendment’s protections extend to speech beyond those two 
categories. S.23’s attempt to shoehorn protected speech into these two categories is 
unworkable and likely unconstitutional.   
 
Second, the bill’s enforcement mechanism is ripe for abuse. The bill expressly permits 
candidates to file suit for injunctive and other equitable relief — essentially a court order 
to halt public discourse about a candidate running for election. President Trump for 
instance indicated in his recent address to Congress that he intends to attack speech 
criticizing him. Bills like S.23 do not increase accountability but allow politicians and 
candidates to avoid it.  
 
Conclusion  
S.23 would impermissibly attack core political speech, chilling our national tradition of 
robust discourse about candidates and politicians. Better alternatives exist, such as more 
narrowly tailored provisions regarding intentional misrepresentations regarding the time, 
place, and legal consequence of voting. We look forward to working with you on this 
matter.   
 
Thank you.  
 
 
___________________________ 
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