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House Committee on Commerce and Economic Development 

 
Chair Marcotte and members of the committee, 
 
My name is Josh Withrow, and I am a fellow with the Technology and Innovation Policy team at the R 
Street Institute (“R Street”), which is a nonprofit, nonpartisan, public policy research organization. Our 
mission is to engage in policy research and outreach to promote free markets and limited, effective 
government in many areas, including the technology and innovation sector. This is why we have a strong 
interest in S. 289. 
 
We are concerned that in pursuit of the worthy goal of protecting children, Senate Bill 289 places a duty 
of care upon online services that is vague and subjective in its terms. As a result, online platforms will 
inadvertently feel compelled to take measures that reduce the quality of their services and the quantity 
of information available to users. We believe that this would subvert both platforms’ and users’ freedom 
of speech.  
 
Much of this legislation is borrowed, in name and function, from the California Age-Appropriate Design 
Code Act of 2022 (AADC), which in turn is based on a U.K. law.1 In common with its predecessors, S. 289 
places a duty of care on companies to determine what content and features on their platforms might be 
“to the detriment of a minor consumer.” They are obligated to figure out what might in “reasonably 
foreseeable material physical or financial injury” or even “emotional distress” in minors (anyone under 
18 years of age) and to avoid “dark patterns” or anything that might promote “excessive or compulsive 
use” of their platforms.2 These are all incredibly vague, subjective terms that leave platforms in the role 
of having to determine what is best for kids, or face significant ramifications, including tremendous 
fines. 
 
Much of the interpretation of these vague terms is left to the discretion of the Vermont Attorney 
General. In the meantime, covered platforms are left in an unpleasant unconstitutional Catch-22. Either 
platforms could modify their services to enact default safeguards that treat all users as if they were 
children, or they could verify the age of all their users so that they can create a separate experience for 
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minors, or even just exclude them altogether. Each of these outcomes is likely to be held in violation of 
the First Amendment.3 
 
Assuming that platforms choose not to simply age-gate and exclude all minors, they face extreme 
pressure to over-censor content – a core flaw with the very design concept of the Age-Appropriate 
Design Code. Because the definition of what may be considered harmful to children is both broad and 
subjective, sites will be forced to consider taking down broad swaths of content relating to subjects such 
as mental health. The algorithms that sites must use to proactively take down such content are largely 
incapable of distinguishing context and intent, meaning that self-help and satirical content is likely to be 
taken down along with legitimately troubling content.4 
 
The British law from which the AADC derives did not need to consider the First Amendment’s stringent 
protections of freedom of access to speech, but a U.S. law does. California’s AADC is already under 
injunction, with a District Court judge ruling that it is likely to be found in violation of the First 
Amendment because of the pressure it creates for platforms to censor otherwise legal content.5 S. 289 
would almost certainly attract a similar constitutional challenge, at great cost to Vermont taxpayers. 
 
In addition, although the bill does specify that it should not be construed to mandate that the platforms 
must conduct age-gating, in reality platforms are still heavily incentivized to verify age to either exclude 
or create a separate experience for minors. The covered entity prohibitions in § 2449e, for example, 
would likely require platforms to modify their experience by disabling ease-of-use features like infinite 
scroll and autoplay, and making other changes that would reduce the overall usefulness of their 
platform for affected users.  
 
Creating a separate experience for minors obviously requires figuring out who the minors are and thus 
subjecting all users of a platform to some degree of age verification. A de facto age verification 
requirement could subject S. 289 to yet another First Amendment question because of the barrier it 
creates for adult access to free and anonymous speech online. Moreover, it creates a host of practical 
problems relating to privacy and cybersecurity, as websites—or the third-party services they employ—
will have to process more personally identifying information, thereby raising the risk that hackers might 
gain access users’ personal data. 6 This outcome would subvert the clear intent of the rest of the bill with 
respect to protecting data privacy and security. 
 
Ultimately, in addition to concerns about constitutionality and ease of compliance, the AADC approach 
to regulating online services places platforms in the impossible position of making subjective decisions 
about what content is beneficial or detrimental to minors on their platform. For parents, the tools 
necessary to prevent minors from accessing unwanted sites and apps, and to limit and supervise their 
time spent online, are easily available at the device, browser and even network level.7 Similarly, social 
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media literacy education in the school curriculum is one helpful policy change that can help children and 
teens more safely navigate an increasingly online world.8 
 
S. 289, like laws it has largely copied, is worthy in its intent and aim to address the real and significant 
problems raised by minors who come into contact with harmful content and individuals on the internet. 
However, the law is simply too vague for even the most conscientious online service to be able to 
comply with, and would thus pose a likely unconstitutional burden on both platforms’ and users’ rights 
to free speech. Thus, we respectfully ask for your opposition and an unfavorable report to S. 289. 
 
Thank you for your time, 
 
Josh Withrow 
Fellow, Technology & Innovation Policy 
R Street Institute 
(540) 604-3871 
jwithrow@rstreet.org  
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